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Baselines:
• rl-comm is a baseline communication method learned solely 

through policy loss.

• ae-comm uses an autoencoder to ground communication in 
input observations.

• VQ-VIB uses a variational autoencoder to ground discrete 
communication in input observations and a mutual information 
objective to ensure low entropy communication.

RELATED WORK

Fundamentally, emergent communication is a representation learning
problem. Typically, it is phrased as a Lewis game, in which participants
signal using observational information. In multi-agent reinforcement
learning (MARL) with communication, coordination information (ordinal)
is often required in addition to referential info about one's observations.
The information bottleneck defines a trade-off between complexity and
utility. However, in MARL, the information sent, and the information
received defines a different Markov network than defined in the traditional
information bottleneck problem. Thus, in this work, we define, study, and
show how to approach the unsupervised emergent communication
objective, which defines a signaling trade-off between sending referential
complexity and ordinal task-specific utility. We use information theory to
introduce information rich, variational compositional communication to
adequately embed referential information and to provide a contrastive
objective to ground communication in intent-specific features without
relying on reward. Through our methodology, each message is
independently composed of a set of emergent concepts, which we show
span the observations and intents. Additionally, messages are naturally
compressed to the least number of bits. We test our novel methodology on
referential and ordinal multi-agent tasks.

ABSTRACT

THEORETICAL DERIVATIONS

COMPOSITIONAL, CONTRASTIVE 
COMMUNICATION

• Our compositional, contrastive method is able to find converge to 100% 
task success, leading to better solutions with less data.

• Unlike the autoencoder loss, our regularization objectives converge as 
the model converges to high performance on the task.

• A 𝛽 ablation shows that the size of the message is minimized when 
compared to non-compositional messaging and without our 
regularization terms. Our method also creates a bijection between 
observations and intents and the emergent concepts, minimizing 
redundancy.

EXPERIMENTS AND RESULTS

DISCUSSION
Contributions:
• Our method learns compressed, discrete concepts (observations and 

intents) through our derived regularization objectives.
• The compositional nature also naturally reduces the message size and 

converges to a bijection to the expected vocabulary size.

We also plan to expand into the following future directions:
• Offline RL for contrastive learning
• Conflict resolution with communication

• Mutual information measures the dependence between variables in a 
distribution.

• Our method ensures the prediction of each token in a message contains 
independent information from other tokens.

• To induce input-guided complexity, we use the following regularization 
to produce low-entropy messages.

• We show that the following contrastive update optimizes the optimal 
critic for a goal-conditioned reward function.

• Since message tokens contain independent information, our method uses 
the following self-supervised objective to limit sequence lengths with an 
end of sequence token.
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Observation: car 1, route 2, position 3
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Intent: accelerate < 1.178 >
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ℒ(𝑚, 𝑠, 𝑠!", 𝑠!#): 
“Is this a future or random state?”

Emergent Concepts:
Office: 0.354
Kitchen: 0.445
Hallway: 1.064
Running: 0.238
Triaging: 0.649
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